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Grand Unification Theory in Physic

• The Holy Grail in Physics



A Unification Story for AI

• The deep learning era
• a universal pipeline

data prediction

Loss(prediction, label)
back-propagation



A Unification Story for AI

• What about models?

convolution
self-attention 

(Transformers)
graph networks



Why universal models?

• Facilitate joint modeling of visual and textual signals

• Modeling and learning knowledge from both domains can be more 
deeply shared

• Pursuing universality, which is beauty itself



Model Evolution in NLP
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Transformers

Ashish Vaswani et al, Attention is all you need, NeurIPS’2017

• The cornerstone architecture in NLP

• Used in the revolutionary unsupervised pretraining methods (BERT, GPT)



Self-Attention Unit

• Transforms the word/token input feature by encoding its relationship with other words/tokens

• A weighted average of Value, where the weight is the normalized inner product of Query and Key

𝑤 𝐪𝑖 , 𝐤𝑗 ~𝑒𝑥𝑝 𝐪𝑖
𝑇𝐤𝑗
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Input features

Output features

Input word features

Output word features



Model Evolution in CV

Yann LeCun

Convolution

1989

LeNet, AlexNet, GoogleNet, VGGNet, ResNet …



Deformable Convolution (2017)

regular convolution deformable convolution

Input feature

(grid)

Output feature

(grid)

Sampling

(grid)

Input feature

(grid)

Output feature

(grid)

Sampling

(non-grid)

Dai et al. Deformable Convolution Networks. ICCV 2017



Can NLP/CV share the same basic modules? 

• Adapting convolution layers for NLP modeling

FAIR

ConvSeq2Seq

2017.5

Google Brain

Transformers

2017.6

FAIR

Dynamic

Convolution

2019.2 2019.4

Deformable

Convolution

MSRA

dominate

Convolution 

based

Transformer 

based



Can NLP/CV share the same basic modules? 

• Adapting self-attention/Transformers models for visual modeling

NLNet (FAIR)

2017.11

LR-Net (MSRA)

SASA (Google)

2019.4 2020.5

DeTR (FAIR)

RelationNet

(MSRA)

ViT (Google)

2020.10

self-attention Transformers
Swin-Transformer

2021.03

2020.12

DeiT (FAIR)



DETR for Object Detection

• End-to-end object detection without using priors

Nicolas Carion et al. End-to-End Object Detection with Transformers. ECCV 2020



Vision Transformers (ViT)

Alexey Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for 
Image Recognition at Scale. ICLR’ 2021



Good Real Speed of ViT



Swin Transformer: a general-purpose backbone



Swin Transformer: a general-purpose backbone

https://github.com/microsoft/Swin-Transformer

https://github.com/microsoft/Swin-Transformer


How did we get here?

NLNet (FAIR)

2017.11

LR-Net (MSRA)

SASA (Google)

2019.4 2020.5

DeTR (FAIR)

RelationNet

(MSRA)

ViT (Google)

2020.10

RelationNet++ (MSRA)

self-attention Transformers
Swin-Transformer

2021.03

2020.12

DeiT (FAIR)



Visual Recognition Paradigm

backbone heads

“person”

various recognition tasks

(AlexNet, VGG, GoogleNet, ResNet ...)



An Object Detection Example

Image Feat 

Extraction

Region Feat 

Extraction
Region Head

convolution RoIAlign
Separate

object analysis

pixel-to-pixel object-to-pixel object-to-object



Relationship Modeling of Basic Visual Elements

RoIAlignConvolution

Variants

Self-attention Self-attention

None

Self-attention

pixel-to-pixel object-to-pixel object-to-object

our study timeline 



Object-to-Object Relation Modeling

• Object Detection
• RelationNet [CVPR’2018]

• Video Action Recognition
• Videos as Space-Time Region Graphs [ECCV’2018]

• Multi-Object Tracking
• Spatial-Temporal Relation Network [ICCV’2019]

• Video Object Detection
• RDN [ICCV’2019]

• MEGA [CVPR’2020]

object-to-object None Self-Attention



Object-to-Object Relation Modeling



Object-to-Object Relation Modeling

It is much easier to detect the glove if  we 

know there is a baseball player.



Object Relation Module

relation relation relation

concat

…

input

relation
output

(d-dim)

(d-dim)

Key Different with standard 
self-attention models

✓Relative position

Han Hu*, Jiayuan Gu*, Zheng Zhang*, Jifeng Dai and Yichen Wei. Relation Networks for Object Detection. CVPR 2018



Relative Position for Relation Modeling

projection

(𝑊𝑞)
projection

(𝑊𝑘)

dot product

appearance weight

∆𝒃

small network

app. + geometric weight

4d bounding box 
regression vector

in standard attention module in object relation module

(translational/scale invariant)

max{0,𝑊𝐺 ∙ 𝜀𝐺(∆𝒃)}



Relative Position for NLP modeling (2020)
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The First Fully End-to-End Object Detector
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Han Hu*, Jiayuan Gu*, Zheng Zhang*, Jifeng Dai and Yichen Wei. Relation Networks for Object Detection. CVPR 2018



On Stronger Base Detectors

*Faster R-CNN with ResNet-101 model are used (evaluation on minival/test-dev are reported)

+3.0 mAP

+2.0 mAP

+1.0 mAP

ResNeXt-101-64x4d-FPN-DCN 45.0 45.9
+0.9 mAP

Relation Networks



Multi-Object Tracking

Jiarui Xu, Yue Cao, Zheng Zhang and Han Hu. Spatial-Temporal Relation Networks for Multi-Object Tracking. ICCV, 2019



Video Object Detection

Jiajun Deng, et al. Relation Distillation Networks for Video Object Detection. ICCV, 2019

Yihong Chen, et al. Memory Enhanced Global-Local Aggregation for Video Object Detection. CVPR, 2020
Haiping Wu, et al. Sequence Level Semantics Aggregation for Video Object Detection. ICCV, 2019



Object-to-Pixel Relation Modeling

• Learn Region Features [ECCV’2018]

• Transformer Detector [ECCV’2020]

• RelationNet++ [NeurIPS’2020]

object-to-pixel RoIAlign Self-Attention



Learnable Object-to-Pixel Relation

Geometric

Appearance

Image Feature to Region Feature

Jiayuan Gu et al. Learning Region Features for Object Detection. ECCV 2018



Transformer Detectors (DETR)

Nicolas Carion et al. End-to-End Object Detection with Transformers. ECCV’2020

Implicitly learnt



RelationNet++

Cheng Chi et al. RelationNet++: Bridging Visual Representations for Object Detection via Transformer Decoder. NeurIPS’2020



Pixel-to-Pixel Relation Modeling

pixel-to-pixel

Usage

✓Complement convolution

✓Replace convolution

Convolution

Variants
Self-Attention



Complement Convolution

• “Convolution is too local”

Figure credit: Van Den Oord et al.



Complement Convolution

• Non-Local Networks [Wang et al, CVPR’2018]

input

output

Inner Product

SoftMax

MatMul

𝑤

k vq
Linear Linear Linear

𝐱

𝐲

non-local block



The Degeneration Problem (2019)

• Expectation of Ideally Learnt Relation
• Different queries affected by different key

KeyQuery



The Degeneration Problem (2019)

• What does the Self-Attention Learn? 
• Different queries affected by the same keys

KeyQuery



Visualizations on Real Tasks

• indicates the query point

• The activation map for different queries are similar

• The self-attention model degenerates to a unary model

Semantic SegmentationObject Detection

[GCNet, ICCVW’2019] 

https://arxiv.org/pdf/1904.11492.pdf

https://arxiv.org/pdf/1904.11492.pdf


GCNet: Explicitly Use the Same Attention Map

X

Non-Local Block Simplification

FLOPs

model size

accuracy (mAP)

9.3G

2.1M

38.0

5.0M

1.0M

38.1

X



GCNet: Explicitly Use the Same Attention Map

Non-Local Block Simplification

FLOPs

model size

accuracy (mAP)

9.3G

2.1M

38.0

5.0M

1.0M

38.1

4.0M

0.1M

38.1

Global Context Block

borrowed from SE-Net (champion of 2017 ImageNet Challenge)



GCNet: Explicitly Use the Same Attention Map

Non-Local Block Simplification

FLOPs

model size

accuracy (mAP)

9.3G

2.1M

38.0

5.0M

1.0M

38.1

4.0M

0.1M

38.1

Global Context Block reduction

2,300x

20x

unchanged



COCO Object Detection Results

• Baseline: Mask R-CNN + ResNet50 + FPN

method AP (bbox) AP (mask) #param FLOPs

baseline 37.2 33.8 44.4M 279.4G

NL-Net 38.0 34.7 46.5M 288.7G

SE-Net 38.2 34.7 46.9M 279.5G

GC-Net (1 layer) 38.1 34.9 44.5M 279.4G

GC-Net (all layers) 39.4 35.7 46.9M 279.6G

+2.2 mAP +1.9 mAP

with little computation and model size overhead!



DNL: How to Effectively Model Pairwise?

• Disentangled design (ECCV’2020)

Minghao Yin et al. Disentangled Non-Local Neural Networks. ECCV’2020



Replace Convolution

• “Convolution is exponentially inefficient”

ResNet LR-Net

Han Hu, Zheng Zhang, Zhenda Xie and Stephen Lin. Local Relation Networks for Visual Recognition. ICCV 2019



But … Slow in Real Computation

• Different queries use different key sets



Vision Transformers for Image Recognition

• ICLR’2021 by Google Brain

Alexey Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for 
Image Recognition at Scale. Tech Report 2020



Swin Transformer: a general-purpose backbone



Swin Transformer: a general-purpose backbone



Swin Transformer: a general-purpose backbone



Performance

+2.7 +3.2



Performance



Take-Home Message

Self-attention 
(Transformers)

Universal Models for NLP/CV



Thanks All!
Q & A


