
Han Hu (胡瀚)
Visual Computing Group

Microsoft Research Asia (MSRA)

June 2nd, 2021 @BAAI

Self-Supervised Learning in Computer 
Vision: Past, Present, Trends



A Story about Cake（in Yann LeCun’s Turing Talk）

Credit by Yann LeCun



Why Self-Supervised Learning?

• Baby learns to see the world largely by observation

Credit by Yann LeCun



A Story about ImageNet

• AlexNet (NIPS’2012)

ImageNet Challenge

40%



A Story about ImageNet

AlexNet



Supervised Pretraining + Finetuning (2014)

Finetuning

Semantic Segmentation

Object Detection

Fine-grained Classification

Pretraining on ImageNet Classification



Two Stories Meet Each Other

FAIR

MoCo

2019.11
• For the first time, unsupervised 

pretraining outperform supervised 

pretraining on 7 down-stream tasks

• Unsupervised Pretraining + Finetuning



The Self-Supervised Learning Era!

• Can utilize unlimited data

• Similar way as that of human baby learning



How Did We Get Here? Credit mostly by Andrew Zisserman



How Did We Get Here?

FAIR

MoCo

2019.11

Exemplar

2014.6

Dosovitskiy et al, 

NIPS’2014

Memory bank

Wu et al, CVPR’2018

2018.5

Image #1 Image #2 Image #3

Pre-text task：Image discrimination

• For the first time, unsupervised 

pretraining outperform supervised 

pretraining on 7 down-stream tasks
MSRA

Deep metric 

transfer

2018.12



Contrastive Learning for Instance Discrimination

Image #1 Image #2 Image #3

Pre-text task：Image discrimination

Input image

push
pull

ConvNets

features

aug. views

contrastive learning



MoCo (CVPR’2020)

• Large dictionary

• Consistent dictionary by momentum encoder

contrastive learning

MoCo

Credit by Kaiming He



Post MoCo until NeurIPS’2020
2019.11-2020.7



Main Theme

60.6

69.1

SimCLR

71.1

MoCo v2

74.3

BYOL

75.3

SwaV

Totally absolute 14.7% improvements in 6 months!

MoCo

• Improving ImageNet-1K linear evaluation (top-1 acc)



Representative Works

• SimCLR (ICML’2020)

• SimCLR v2 (NeurIPS’2020)

• BYOL (NeurIPS’2020)

• SwaV (NeurIPS’2020)

• PIC (NeurIPS’2020)

• ...



SimCLR (ICML’2020)

• Simpler: no momentum, no memory (dictionary)

• Sufficient distance between pretext tasks and downstream tasks
• a linear projection layer -> a MLP layer

• Self-supervised learning benefit significantly from longer training

60.6

69.1

ImageNet linear 

evaluation
MoCo SimCLR

71.1

MoCo v2



More Insights in SimCLR

• Self-supervised learning benefit more from larger models

• Self-supervised learning benefit significantly for semi-supervised learning

+27.1



SimCLR v2 (NeurIPS’2020)

• “Big Self-Supervised Models are Strong Semi-Supervised Learners”

Similar as that of 

GPT-3 in NLP!



BYOL (NeurIPS’2020)

• Bootstrap Your Own Latent

60.6

69.1

ImageNet linear 

evaluation
MoCo SimCLR

71.1

MoCo v2

74.3

BYOL



A Finding by BYOL

• MoCo: we need larger dictionary size (more negative pairs)

• BYOL: we do not need negative pairs anymore 
• an asymmetric design



PIC: a Single-Branch Method (NeurIPS’2020)

Input image

push
pull

ConvNets

features

two-branch methods

(almost all previous methods)
one-branch method (PIC）

ConvNets

Input image

aug. views

features

# instance

classifier scores

aug. views

Simpler but the 
same effective!



Post NeurIPS’2020
2020.8-present



Three Main Trends after NeurIPS’2020

• More study on why BYOL does not collapse
• BYOL (Arxiv v3), SimSiam (CVPR’2021)

• Pre-training good features for down-stream tasks
• Pixel-level pre-training

• PixPro, DenseCL (CVPR’2021)

• Object-level pre-training

• SoCo (tech report)

• Self-supervised learning + Transformers
• MoCo v3 (tech report), DINO (tech report)

• SSL-Swin/MoBY (tech report)



SimSiam, BYOL (arxiv v3)

Another paper: understanding SSL dynamics without contrastive pairs (ICML’2021)
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Improvements on ImageNet-1K linear evaluation

60.6

69.1

MoCo SimCLR

71.1

MoCo v2

74.3

BYOL

75.3

SwaV CLSA

76.2

Totally 15.6% absolute improvements in 1 year!

76.5

supervised



Improvements on Pascal VOC object detection

• PixPro (CVPR’2021)

55.9 56.3 57.6

60.2

MoCo SimCLR MoCo v2 InfoMin

57.6
+0

PixPro

Totally 1.7% absolute improvements in 1 year!

Zhenda Xie et al. Propagate yourself: exploring pixel-level consistency for unsupervised 
visual representation learning. CVPR’2021



PixPro Results

• VOC detection (+2.6 mAP)

• COCO FPN detection (+0.8 mAP) COCO C4 (+1.0 mAP)

• Cityscape segmentation (+1.0 mIoU)

+2.6 mAP +0.8 mAP +1.0 mAP +1.0 mIoU



From Instance-Level to Pixel-Level Learning

Image #1 Image #2 Image #3

Previous pre-text tasks：instance discrimination

Memory bank, MoCo, 
SimCLR, BYOL, SwaV, PIC, …

pixel-level pretext task



Pixel-Level Contrastive Learning

pull

view #2

view #1

push

an image
pixel discrimination



Pixel-to-Propagation Consistency

pull

view #2

view #1

push

an image
Pixel-to-propagation 

consistency



Pixel-to-Propagation Consistency

• Pixel contrast: spatial sensitivity

• Propagation: spatial smoothness



Aligning Pre-Training to Downstream Networks

An architecture in 

FCOS detector

• Using the same architecture as in downstream tasks



Object-Level Pre-Training

• Aligning pretraining for object detection
• SoCo (tech report, 2021)

Fangyun Wei et al. Aligning Pretraining for Detection via Object-Level Contrastive Learning. Tech Report 2021



Object-Level Pre-Training (SoCo)

• Results

+1.8 mAP



Trends after NeurIPS’2020
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SSL on Transformer?
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backbones
Transformer 

backbones
CNN 

backbones
Transformer 

backbones

COCO object detection ADE20K semantic segmentation

Evolving of state-of-the-art approaches for years

3400 stars



Self-supervised learning + Transformer

• “Golden combination”
• SSL can better leverage the model capacity

• Transformers has significantly stronger modeling power than CNN

https://www.zhihu.com/question/457507120

https://www.zhihu.com/question/457507120


MoCo v3 (tech report, 2021/04)

• Transformer is difficult to be tamed for SSL
• Fixed patch projection



DINO (tech report, 2021/05)

• Transformer is better at learn segmentation



SSL-Swin (MoBY)

• Provide baselines to evaluation transferring performance on down-stream tasks 

• No better than supervised approaches

COCO object detection

ADE20K semantic segmentation

Used in MoBY Used in MoCo v3/DINO



SSL-Swin (MoBY)

• Higher accuracy than DINO/MoCo v3, with much fewer additional tricks

+0.3 mAP vs. MoCo v3/DINO

+2.2 mAP vs. DeiT

https://github.com/SwinTransformer/Transformer-SSL

https://github.com/SwinTransformer/Transformer-SSL


Take-Home Message

• Enjoy the “cake”

• Two directions:
• Aligning pre-training to down-stream tasks

• SSL + Swin Transformers
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